BU.330.775 Machine Learning: Design and Deployment

**Lab 3. Model evaluation on MNIST dataset**

Learning Goal: evaluate multiple supervised machine learning approaches on the MNIST database

Background: This example is curated from Geron (2022). The MNIST dataset (<http://yann.lecun.com/exdb/mnist/>), downloaded from openml.org, consists of handwritten digits with 784 features. This famous dataset was contributed by Yann LeCun, Corinna Cortes, and Christopher J.C. Burges. In the AI Essentials for Business course, you will use deep learning models to classify this dataset. The purpose of the exercise in this course is to practice evaluating simplified machine learning tasks.
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1. First, we set up default font sizes for various components in plots to improve clarity and aesthetics.

import matplotlib.pyplot as plt

plt.rc('font', size=14)

plt.rc('axes', labelsize=14, titlesize=14)

plt.rc('legend', fontsize=14)

plt.rc('xtick', labelsize=10)

plt.rc('ytick', labelsize=10)

1. We load and explore the MNIST dataset, a well-known dataset of handwritten digits commonly used for machine learning tasks, particularly in classification. Here as\_frame indicates whether the data is NumPy arrays or pandas DataFrame.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADoAAAAGCAYAAACSA43+AAAAAXNSR0IArs4c6QAAAHhlWElmTU0AKgAAAAgABQESAAMAAAABAAEAAAEaAAUAAAABAAAASgEbAAUAAAABAAAAUgEoAAMAAAABAAIAAIdpAAQAAAABAAAAWgAAAAAAAABIAAAAAQAAAEgAAAABAAKgAgAEAAAAAQAAADqgAwAEAAAAAQAAAAYAAAAAe4gbwgAAAAlwSFlzAAALEwAACxMBAJqcGAAAAIRJREFUOBHdU0EKgDAMc+C/7F6mP7P+zKSsMOpAdnFqoDbLUtrCTNM7IB1juHcJNa4H2Y55bqmVJg3e06AqH0ollfaCvIZRqP0BiiUyF90QcUlIj0I7uh3FG2v8LLjfEYQiMgmfbnyK1B3qBPmuQWUdShXdbTlkckP8R93ASzXHNz+X2U8ktxFRuoIiRQAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAARIAAAALCAYAAACzmQLEAAAAAXNSR0IArs4c6QAAAHhlWElmTU0AKgAAAAgABQESAAMAAAABAAEAAAEaAAUAAAABAAAASgEbAAUAAAABAAAAUgEoAAMAAAABAAIAAIdpAAQAAAABAAAAWgAAAAAAAABIAAAAAQAAAEgAAAABAAKgAgAEAAAAAQAAARKgAwAEAAAAAQAAAAsAAAAApPkU9gAAAAlwSFlzAAALEwAACxMBAJqcGAAAAYZJREFUaAXtVglygzAMpC+r+rKal1V9WaslMuNRDQFiJzRZzQgdXst4yWw7DMMg5l/mP+7JIo0MkAEysIuBLCAxJpsiuyYRTAbIwEsy8Ga3hoBcMzXAt4OQw2lkgAyQgYmBUkjGgpPPIl9K1RYoLkvssE8GXogBCEkyV3cLkyWPWwTFoXNQy7LAoIkaptOTDzJABp6OAQjJFhMDwWFHxOWy8/JUL2piU+J65dJrcOO5743nxXEl/3HtWq0VQK1XgbH1jAxsFZLa3cWacBh+9IKERgYqDGjorYlYxIat3cpHndvtQjcMlmJvmee2WgKf7RYhmYeERKyGZ6PIZCYY/zsDuvMCa4K5c1RzePyPVw6cMNqehH09hARz10x8MUeU8VIOaR7O/GHjZTU2GtdycN7Stzo67+BrcNtJGFB7j49HCMlJ7s/XuBMDUjmn1suwJaHK673i2jv1OvOsc7V4sdofX3wjccxoMVFInA0GMrCBAdmAKSF78eXe3rmGA2Idlv+U4h1F/AX0ZDRBEiffFQAAAABJRU5ErkJggg==)

from sklearn.datasets import fetch\_openml
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mnist = fetch\_openml('mnist\_784', as\_frame=False)

X, y = mnist.data, mnist.target

print(X.shape)

print(y.shape)

y

1. We define a function to display individual digit images and then use it to create a grid of the first 100 images in the dataset. Here’s how it works:

def plot\_digit(image\_data):

image = image\_data.reshape(28, 28)

plt.imshow(image, cmap="binary")

plt.axis("off")

plt.figure(figsize=(9, 9))

for idx, image\_data in enumerate(X[:100]):

plt.subplot(10, 10, idx + 1)
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plot\_digit(image\_data)

plt.subplots\_adjust(wspace=0, hspace=0)

plt.show()
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1. We will use the first 60,000 images as the training set and the remaining 10,000 as the testing set.

X\_train, X\_test, y\_train, y\_test = X[:60000], X[60000:], y[:60000], y[60000:]

1. First, let’s train a binary classifier to distinguish whether the image is the digit 2 or not. We will use stochastic gradient descent classifier <https://scikit-learn.org/1.5/modules/generated/sklearn.linear_model.SGDClassifier.html>. We control the random\_state here so we will get the same results.
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y\_train\_2 = (y\_train == '2')

y\_test\_2 = (y\_test == '2')

from sklearn.linear\_model import SGDClassifier
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sgd\_clf = SGDClassifier(random\_state=46)
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sgd\_clf.fit(X\_train, y\_train\_2)
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1. Now, we are evaluating the classifier's performance using 3-fold cross-validation to measure accuracy.

from sklearn.model\_selection import cross\_val\_score

cross\_val\_score(sgd\_clf, X\_train, y\_train\_2, cv=3, scoring="accuracy")

1. Next, we generate predictions on test set and evaluate them using a confusion matrix to understand the performance of the binary classifier on the testing data.

from sklearn.metrics import confusion\_matrix

y\_test\_2\_pred = sgd\_clf.predict(X\_test)

cm = confusion\_matrix(y\_test\_2, y\_test\_2\_pred)

cm

**Homework Question 1 (3pt):** Write Python code using sklearn.metrics to obtain (1) precision, (2) recall, and (3) f1-score. Then validate the value **using the formulas** from the lecture notes. You can do the calculation either with Python code or by using mathematics in a Text cell.

1. Now, we explore the precision-recall trade-off using decision scores from the classifier and plot the curve.

y\_scores = cross\_val\_predict(sgd\_clf, X\_train, y\_train\_2, cv=3,

method="decision\_function")

from sklearn.metrics import precision\_recall\_curve

precisions, recalls, thresholds = precision\_recall\_curve(y\_train\_2, y\_scores)

plt.figure(figsize=(8, 4)) # comment: it's just formatting

plt.plot(thresholds, precisions[:-1], "b--", label="Precision", linewidth=2)

plt.plot(thresholds, recalls[:-1], "g-", label="Recall", linewidth=2)

plt.axis([-20000, 20000, 0, 1])

plt.grid()

plt.xlabel("Threshold")

plt.legend(loc="center right")

plt.show()

![](data:image/png;base64,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)

1. Next, we create an ROC curve to visualize the performance of the classifier.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC4AAAAhCAYAAACm75niAAAAAXNSR0IArs4c6QAAAHhlWElmTU0AKgAAAAgABQESAAMAAAABAAEAAAEaAAUAAAABAAAASgEbAAUAAAABAAAAUgEoAAMAAAABAAIAAIdpAAQAAAABAAAAWgAAAAAAAABIAAAAAQAAAEgAAAABAAKgAgAEAAAAAQAAAC6gAwAEAAAAAQAAACEAAAAAbDBWZAAAAAlwSFlzAAALEwAACxMBAJqcGAAAAeJJREFUWAnVVIFtwzAMy4b9Ve2yapcln21kZ2KCYSdNHHUtAVWSTVFMEHSaXgcGq/46dn+d0vB3CdZPD4PDGSHTyk9pvGdWppmnjyexTrOMS8lIXSzdmwdeGHbNiPg2Y807chyhc54dgh2a+hviPJfLSCvznryIyLN4sVaTSLE4zNpLIG3CwGhpSJN35PQQZ61H0jkJcUBL6kwOuS0YDnsaPHeEIbZgIIjf5IrQW/aNqV54UZRGj0dtck4DBXvLvLGFZzV/TYN3hjgVDrXaROx7y2xjLsWszHi1nMsYNH7PYi9c8hX3zIE+Bi1j9gNShpmocVRn12qvlu4aDmRD7Yj4AOzT4FDWMtajcAhIj9kQKchYMsOpdFmnQAuYz4JBKOr6WcJRJy6I56O1QUDa86hYaz5TXNrMp+L9VLUHi2W9FcNzZGlPmW+cxoUvFWdlGl+CmIV6tLyOCqzN12/c1sg77jxwF9SxD1djpWFc3+I8JnWb9qBHXfZpkHFmG9jimI1a7FMxQ10LWR+BY0gazEd1du22ain7LRgIDBqMhh9i+g1LBRowNcj8C1tCr/JaCtNBlRf0n9VZamtQr9/cnr5+8FSzLXEauNewzFpLKPMsfipxj5fmEg9LzU+IWG6///TzA05gD6eC/3d+AAAAAElFTkSuQmCC)

from sklearn.metrics import roc\_curve

fpr, tpr, thresholds = roc\_curve(y\_train\_2, y\_scores)

plt.figure(figsize=(6, 5))

plt.plot(fpr, tpr, linewidth=2, label="ROC curve")

plt.plot([0, 1], [0, 1], 'k:', label="Random classifier's ROC curve")

plt.xlabel('false positive rate')

plt.ylabel('true positive rate')

plt.grid()

plt.axis([0, 1, 0, 1])

plt.legend(loc="lower right", fontsize=13)

plt.show()

1. Calculate the AUC score.

from sklearn.metrics import roc\_auc\_score

roc\_auc\_score(y\_train\_2, y\_scores)

1. Now, Let’s try multiclass classification. First, scale the features using MinMaxScaler. This will help speed up our machine learning algorithm. Remember to apply the same processing to both the training and testing sets.

from sklearn.preprocessing import MinMaxScaler

scaler = MinMaxScaler()

X\_train\_scaled = scaler.fit\_transform(X\_train.astype("float64"))

X\_test\_scaled = scaler.fit\_transform(X\_test.astype("float64"))

1. Perform error analysis on the multiclass classification model by generating a confusion matrix, which provides a detailed view of how the model’s predictions compare with the actual labels.

from sklearn.metrics import ConfusionMatrixDisplay

sgd\_clf.fit(X\_train\_scaled, y\_train)

y\_test\_pred = sgd\_clf.predict(X\_test\_scaled)

plt.rc('font', size=9)

ConfusionMatrixDisplay.from\_predictions(y\_test, y\_test\_pred)

plt.show()

1. Next, display a normalized confusion matrix to show the classification performance for each class as percentages.

plt.rc('font', size=10)

ConfusionMatrixDisplay.from\_predictions(y\_test, y\_test\_pred,

normalize="true", values\_format=".0%")

plt.show()

1. Lastly, we visualize a weighted confusion matrix for error analysis, focusing only on the misclassified instances, normalized by row.

sample\_weight = (y\_test\_pred != y\_test)

plt.rc('font', size=10)

ConfusionMatrixDisplay.from\_predictions(y\_test, y\_test\_pred,

sample\_weight=sample\_weight,

normalize="true", values\_format=".0%")

plt.show()

**Homework Question 2 (7pt):** Use RidgeClassifier (<https://scikit-learn.org/1.5/modules/generated/sklearn.linear_model.RidgeClassifier.html>) instead of SGDClassifier for multiclass classification. Feel free to adjust the hyperparameters.

Generate a confusion matrix in any of the three styles of your choice. **Evaluate** the performance of the Ridge classifier compared to the SGD classifier as thoroughly as possible. Your submission will be graded based on comprehensiveness.

**Submission**: Complete all the lab steps and homework questions. Save your file as homework3\_yourname.ipynb and submit on Canvas by the beginning of class 4.